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The LLM Moment: A Groundbreaking Half Year

Number of Arxiv papers w. key 

words “Large Language Model”



• Enhance 

trustworthiness 

by lightweight 

design

Trustworthy AI in the era of large models

 What can we do?

Enhancement

• How trustworthy 

are LLMs?

• How to design 

better evaluation 

protocols?

Evaluation



What is intelligence?

Turing test has been serving as the 

ultimate test to determine intelligence

The history of AI is the history of 

developing and evaluating.

Without proper evaluation, there will 

be no guarantee for true intelligence.

Turing A M. Computing machinery and intelligence[M]. Springer Netherlands, 2009.



What is AI model evaluation?

What
(Task)

Where
(Data)

How
(Process)

Model LLM CLIP

Sparks of AGIGPT-4 report



Are existing evaluations enough?

But arguably…

https://towardsdatascience.com/the-decontaminated-evaluation-of-gpt-4-38a27fc45c30

https://brianlovin.com/hn/35297067

https://www.theregister.com/2023/05/03/openai_chatgpt_copyright/

https://flower-nutria-41d.notion.site/No-GPT4-can-t-ace-MIT-b27e6796ab5a48368127a98216c76864#c49f4b29e01745de9bf1ffdf2170b067

https://arxiv.org/pdf/2302.10724.pdf

LLMs have brought significant performance,

https://towardsdatascience.com/the-decontaminated-evaluation-of-gpt-4-38a27fc45c30
https://brianlovin.com/hn/35297067
https://www.theregister.com/2023/05/03/openai_chatgpt_copyright/
https://flower-nutria-41d.notion.site/No-GPT4-can-t-ace-MIT-b27e6796ab5a48368127a98216c76864#c49f4b29e01745de9bf1ffdf2170b067
https://arxiv.org/pdf/2302.10724.pdf


By evaluating the true capabilities of LLMs, we can

• Know their strengths and limitations

• Select the most appropriate model for downstream tasks

A better understanding of LLMs

• Leverage LLMs to empower human life

A better guidance for human-LLMs interaction

• Research and development of LLMs can be boosted

• Potential risk management and better responsible AI

A better future for LLMs



Key questions of AI model evaluation

 What is the golden Turing test for LLMs?
 Related to: Turing test; AI development; imitation game

 How to measure the gap between human and AGI?
 Related to: Benchmark design; measurement; metric

 How to guarantee the correctness of the evaluation?
 Related to: Evaluation theory; learning theory

 How to support all LLM-related tasks such as alignment, safety, 

verification, and interdisciplinary tasks?



The first overview of LLM evaluation

https://arxiv.org/pdf/2307.03109.pdf

200+ papers are about LLMs evaluation!

https://llm-eval.github.io/

https://arxiv.org/pdf/2307.03109.pdf
https://llm-eval.github.io/


Main evaluation structure



Main evaluation benchmarks



Summary of our findings

• LLMs demonstrate proficiency in generating text by

producing fluent and precise linguistic expressions.

• LLMs obtain impressive performance in tasks

involving language understanding, such as

sentiment analysis, and text classification.

• LLMs exhibit robust contextual comprehension,

enabling them to generate coherent responses that

align with the given input.

• LLMs achieve satisfying performance across several

natural language processing tasks, including

machine translation, text generation, and question

answering.

What can LLMs do well?

• LLMs may exhibit biases and inaccuracies

during the generation process, resulting in the

production of biased outputs.

• LLMs have limited abilities in comprehending

complex logic and reasoning tasks, often

experiencing confusion or making errors in

intricate contexts.

• LLMs face constraints in handling extensive

datasets and long-term memory, which can

pose challenges in processing lengthy texts and

tasks involving long-term dependencies.

• LLMs have limitations in incorporating real-time

or dynamic information, making them less

suitable for tasks that require up-to-date

knowledge or rapid adaptation to changing

contexts.

What can LLMs fail?



Decodingtrust: holistic trustworthiness evaluation

 Comprehensive benchmark
• Toxicity
• Stereotype and bias
• Adversarial robustness
• Out-of-Distribution Robustness
• Privacy
• Adversarial Demonstrations
• Machine Ethics
• Fairness

https://decodingtrust.github.io/

Wang B, Chen W, Pei H, et al. DecodingTrust: A 

Comprehensive Assessment of Trustworthiness in GPT 

Models[J]. arXiv preprint arXiv:2306.11698, 2023.

https://decodingtrust.github.io/


DecodingTrust (cont.)

 Key findings
 GPT models can be 

easily misled to 

generate toxic and 

biased outputs and leak 

private information in 

both training data and 

conversation history

 GPT-4 is more 

vulnerable given 

jailbreaking system or 

user prompts



Prompts are the bridge 

between human and LLMs

However, LLMs are not robust to 

adversarial prompts.

LLMs are sensitive to prompts:

- Typos

- Semantic difference

- Injection attacks of prompts

https://www.treehugger.com/why-your-brain-can-read-jumbled-letters-4864305



PromptBench The first prompt robustness evaluation framework for LLMs

Key results: LLMs are NOT robust to semantic prompts!

• Paper: https://arxiv.org/abs/2306.04528

• Code: https://github.com/microsoft/promptbench

• Demo: https://huggingface.co/spaces/March07/PromptBench

Benchmark → Results → Analysis → Guidance

https://arxiv.org/abs/2306.04528
https://github.com/microsoft/promptbench
https://huggingface.co/spaces/March07/PromptBench


Prompt Attacks

• Character-level (typos, etc): TextBugger, DeepWordBug

• Word-level (synonyms): TextFooler, BertAttack

• Sentence-level (irrelevant sentence):  CheckList, StressTest

• Semantic-level (linguistic nuances and variations): Simulate behavior from different 

countries with translations from six common languages

Semantic Preserving of Adversarial Prompts:

• 70% acceptance by human evaluation.



Prompt Attacks



Evaluation Metric

Performance Drop Rate(PRD): a unified metric that able to make fair 

cpmarison among different models, datasets, and prompts.

ℳ is the evaluation metric for each 

task, e.g., Bleu for translation task, 

Accuracy for classification task. 



Analysis on Attacks 

Word-level attacks degrade the performance by an average of 35%.

→Semantic understanding is still challenging for LLMs



Analysis on Models and prompts 

 Model
 Vicuna is the most vulnerable LLM

 T5 and UL2 are better than ChatGPT

 Prompts
 Few-shot are robust than zero-shot.

 Task-oriented are slightly better than role-oriented.



Error Analysis



Countermeasures and Limitations

 Countermeasures
 Input preprocessing: detect typos and correction

 Better pre-training: incorporate low-quality data into pre-training 

 Better fine-tuning: explore fine-tuning techniques to mitigate 

adversarial effects

 Limitations
 Limited tasks, datasets, and models

 ChatGPT API keeps changing, thus not reproducible on APIs

 No GPT-4 tested since we do not have access

 PromptBench benefits:
 LLM researcher: use PromptBench to develop more robust LLMs

 End user: use PromptBench to help write better prompts



OOD evaluation of large models

 Exploration of DG/OOD
 Yes. We did a lot of interesting experiments.

1. There is no silver bullet towards the OOD robustness.

2. Model architectures are more important than parameter size in terms of OOD robustness.

3. Linear ID-OOD correlation usually hold.

4. Large models may overfit!

• Wang J, Hu X, Hou W, et al. On the robustness of chatgpt: An adversarial and out-of-distribution perspective. ICLR 2023 workshop (highlighted paper).

• Yang L, Zhang S, Qin L, et al. Glue-x: Evaluating natural language understanding models from an out-of-distribution generalization perspective. ACL 2023 

findings.



Now let’s talk about enhancement

 Why enhancement?
 Evaluation identifies strengths and 

limitations of LLMs

 Enhance them using existing machine 

learning techniques

https://llm-enhance.github.io/

Enhancement for efficiency

Enhancement for long-tailed scenarios

Enhancement for prompt engineering

https://llm-enhance.github.io/


Enhancement for downstream efficiency

 FedCLIP: fast generalization of CLIP in FL

9% OOD generalization

improvement!

283x less 

trainable parameters!

Lu, et al. FedCLIP: Fast Generalization and Personalization for CLIP in federated learning. IEEE Data Engineering Bulletin. 

https://arxiv.org/pdf/2302.13485v1.pdf

https://arxiv.org/pdf/2302.13485v1.pdf


Enhancement for long-tailed setting

 For imbalanced learning tasks

Wang et al. Exploring Vision-Language Models for Imbalanced Learning. IJCV 2023 (accepted).

https://github.com/Imbalance-VLM/Imbalance-VLM

https://github.com/Imbalance-VLM/Imbalance-VLM


Enhancement for long-tailed setting

 Different prompt tuning
 Linear probing

 COOP (prompt tuning)

 Zero-shot

 +imbalanced learning



Results on imbalanced datasets

 Imbalanced algorithms are still useful  Decoder structure 

uses less memory

 More pre-training data, 

better performance?
 No.



Enhancement from prompt engineering

 Everyone is interacting with LLMs with prompts
 Can we enhance the trustworthiness of LLMs by simply using prompts?

 EmotionPrompt: 
 leveraging psychological emotional intelligence for enhancement!

Li C, Wang J, Zhu K, et al. EmotionPrompt: Leveraging Psychology for Large Language Models Enhancement via Emotional Stimulus[J]. 

arXiv preprint arXiv:2307.11760, 2023.



EmotionPrompt

 Why does it work?
 Inspiration from psychology

Li C, Wang J, Zhu K, et al. EmotionPrompt: Leveraging Psychology for Large Language Models Enhancement via Emotional Stimulus[J]. 

arXiv preprint arXiv:2307.11760, 2023.



Summary of 

trustworthiness 

in large models

 Focus on evaluation: how trustworthy 

are LLMs?

 Focus on enhancement: efficiency, 

prompt engineering, and lightweight 

adapter

 There are way more can be done in 

LLMs!



Thanks!
https://mltrust.github.io

Jindong.wang@microsoft.com, haohanw@illinois.edu

https://mltrust.github.io/
mailto:Jindong.wang@microsoft.com
mailto:haohanw@illinois.edu
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